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10.1 INTRODUCTION

In recent years two discoveries have led to the possibility of manufacturing materials
and structures with dispersive behaviors previously thought unattainable. These
are media with an effective negative index of refraction (NIR) also known as the
left handed media (LHM) or negative-refractive-index metamaterials [1–4], and the
possibility of measuring superluminal1 or negative group velocities also generically
referred to as abnormal group velocities [5–9]. In this manuscript we study the
underlying physics and manifestations of these rather unusual behaviors, and will
see how a medium can be manufactured that simultaneously demonstrates both
properties. But before proceeding, let us describe our motivation behind this approach
and see how combining these two effects may lead to the design of new classes of
materials with novel and counter-intuitive dispersive effects, a subject we have termed
“Dispersion Engineering.”

The fact that any physically realizable medium must be dispersive is the consequence
of the principle of causality which demands no effect to precede its cause [10]. In the
simple case of one-dimensional analysis, the dispersive behavior of a medium can be
described by the dependence of the propagation vector on frequency (or equally well

1The term superluminal implies group velocities in excess of the speed of light in vacuum.
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the dependence of the frequency on the wave vector) according to [11]:
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In Eq. (10.1) the coefficients of expansionνp, and νg are the phase and group
velocities, andψ is the group velocity dispersion (GVD) given by
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With the photonic dispersion relationk(ω) = ω np(ω)/c, the dispersive effects of
Eq. (10.1) can be also described in terms of the phase index (commonly referred to
as the index of refraction,np) and its higher order derivatives according to
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In Eq. (10.3) the second coefficient of expansion is the group delay which is related
to the phase index by

ng = np + ω dnp(ω)/dω. (10.4)

The relations between the phase index and phase velocity, group index and group
velocity are then as follows:

νp = c/np(ω), (10.5)

νg = c/ng(ω). (10.6)

So far, in discussing the dispersive effects signified by phase velocity, group velocity,
group velocity dispersion, and so on, we have made an implicit assumption that the
medium under consideration has a non-negligible spatial extent, or more rigorously
L > λ, whereL is the physical length of the one dimensional medium andλ is
the wavelength of the excitation. However, the aforementioned dispersive effects
can be formulated in a more general way that is equally applicable to both spatially
extended(L > λ) or spatially negligible systems(L < λ). This formulation relies
on the notion of transfer function (impulse response) which can be used to relate the
input and the output. The transfer function, also sometimes referred to as the system
response or network function, is a complex quantity given by

T (ω) = |T (ω)| exp[j φ(ω)] (10.7)
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With a relatively constant value for the transmission function magnitude, or equally
well a sufficiently narrow-band excitation, the phase of the transfer function can be
expanded in a Taylor series according to
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or
φ(ω) = −τpω0 − τg(ω − ω0)− (1/2)GDD(ω − ω0)2 + . . . (10.9)

where the phase delay (τp), group delay (τg), and group delay dispersion (GDD) are
given by
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The connections between the phase and group delays are applicable to both spatially
extended and spatially negligible systems [Eqs. (10.11) and (10.12)], and the phase
and group velocity (applicable to a spatially extended system,λ > L) is then as
follows

νp =
c

np(ω)
=

L

τp
, (10.13)

νg =
c

ng(ω)
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L

τg
, (10.14)

In fact, Eq. (10.14) can be obtained using more rigorous arguments based on the
Fourier transform theorem [12], or more intuitively by considering the wave propaga-
tion through a slab of thicknessL , matched to its surrounding media (i.e. no reflection
at the interfaces), having the transmission functionT = exp(jφ) = exp[−j k(ω) L].
Finally, two more points are worth mentioning. First, from Eq. (10.14) it is clear
that for a physical system of lengthL the sign of the group velocity and group
delay are the same. Second, when discussing a spatially extended system, the fun-
damental requirements of causality, also referred to as “primitive causality,” must be
augmented with relativistic causality, also referred to as “macroscopic” or “Einstein
causality” [13]. We note that the concept of primitive causality is more general than
macroscopic causality since it does not rely on the existence of a finite speed (c) for
propagation of the “cause.”

Now, the notion of “Dispersion Engineering” alluded to earlier, reflects our desire to
synthesize and control various dispersive effects, and in particular their associated
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signs, as manifested by the phase delay, group delay, group delay dispersion, and
so on (see Eq. (10.9) or similarly Eqs. (10.1) or (10.3)). In the remaining parts
of this manuscript we focus only on the first two terms of the expansion, i.e. the
phase and group delays or equally well the phase and group velocities and leave the
consideration of the group delay dispersion to later times.

From a physical point of view, the phase and group delays are the delays encountered
by sinusoidal time harmonics and the wave packet envelope (composed of such har-
monics) as they propagate through the media, respectively. Under usual propagation
conditions, both the phase and group velocities (read phase and group delays) are
positive, indicating the fact that both the sinusoidal time harmonics and the pulse
envelope move away from the source.

In the case of negative phase but positive group velocity (read negative phase but
positive group delays) the sinusoidal time harmonics move toward the source while the
wave packet envelope moves away from the source. This phenomenon is sometimes
referred to as backward wave propagation [14] and is the signature of the LHM
studies so far [4,15–17].

More interestingly, under some conditions, it is also possible to observe positive
phase but negative group velocities (read positive phase but negative group delays)
[18–21]. Under these circumstances, for a finite length medium exhibiting such
abnormal behavior and illuminated by a source outside, the observer will note that the
sinusoidal time harmonics move away from the source but the wave packet envelope
(inside the medium) moves toward the source. Stated otherwise, our observer will
note that the peak (envelope) of a well-behaved pulse will emerge from the medium
prior to the peak of the incident pulse entering it. This counter intuitive behavior is a
subclass of the so called “abnormal group velocities” which will be revisited shortly
in the next section.

Finally, by combining the backward waves and abnormal group velocities one can
synthesize a medium with simultaneous negative phase and group velocities (read
negative phase and group delays.) Under this condition, both the sinusoidal time
harmonics and the wave packet envelope move toward the source. This case is of
particular interest to us and will be investigated theoretically and experimentally in
the following sections.

In Sec. 10.2 we revisit the concept of abnormal group velocities (superluminal or
negative) and will provide a short overview of the field. We begin our study of
the NRI media exhibiting both negative phase and negative group velocities with
the simple case of slab having a Lorentzian magnetic and electric response. This
simple case will set the stage for more detailed analysis of NRI media realized by
periodically loading a transmission line which exhibits both negative phase and group
delays. The theoretical and experimental studies of such media can be found in Sec.
10.4. For the sake of brevity the results of similar observations in a LHM consisted
of split-ring resonator (SRR) and strip wires will be presented elsewhere, whereas
an interested reader may consult Ref. [22] for a brief description of this situation.
Finally, we summarize our work in Sec. 10.5.
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10.2 ABNORMAL GROUP VELOCITY

Soon after Einstein’s formulation of special relativity in 1905, the question of wave
propagation in a medium with Lorentz-Lorenz dispersion captured the attention of
the researchers of the time [23]. It was known, at least theoretically, that within the
region of anomalous dispersion for such medium the group velocity — describing
the velocity by which the peak and hence the envelope of a well behaved wave packet
travels — can exceed the speed of light in vacuum, i.e. it becomes superluminal.
On its face value, this theoretical possibility was in contrast with the requirements of
relativistic causality as formulated by Einstein. Sommerfeld and then his post doctoral
fellow, Brillouin, undertook the analysis of this problem, the result of which was
published in 1914 and later republished and expanded in Ref. [23]. The two authors
defined or clarified many velocity terms such as phase, group, energy, “signal2,”
and most importantly the first and second forerunner (precursor) velocities. One
important aspect of their work was establishing the fact that the velocity of the
earliest field oscillations known as the front will never exceed the speed of light
in vacuum; and in fact, under all circumstances it remains exactly luminal. While
this seminal work confirmed the compatibility of the relativistic causality and wave
propagation in a Lorentzian medium; nevertheless Brillouin along with many others
considered the superluminal or negative group velocities as unphysical, and perhaps
a mere mathematical consideration [24–26].

Decades later, in 1970, Garret and McCumber revisited the same problem and con-
cluded that under certain easily satisfied conditions, superluminal or negative group
velocities may be observed and are therefore physical [27]. In their work, they
considered the propagation of Gaussian packets and showed that these could travel
at abnormal group velocities without significant distortion of the pulse shape even
though the pulse was attenuated.

Chu and Wang (1982) were the first to experimentally demonstrate the existence
of abnormal group velocities for picosecond laser pulses propagating through the
excitonic absorption line of a GaP:N sample [28]. Since then, abnormal group
velocities have been measured in various structures including photonic crystals,
undersized waveguides, misaligned horn antennas, side by side prisms, and inverted
media [6,8,20,21,29–33].

Figure 10.1 summarizes the results. Consider a medium of lengthL, excited from left
by a smoothly varying pulse (such as Gaussian or Sinc). The pulse on the right is the
transmitted pulse (output.) Under normal propagation conditions the medium group
index [see Eq. (10.4)] is greater than one, which implies a group delay larger than
L/c and a group velocity less thanc. In other words, the output pulse peak (envelope)
is delayed as compared to the input. On the other hand, for0 < ng < 1, the group

2The “signal” velocity as defined by Sommerfeld and Brillouin is approximately the velocity of the half-
maximum point, and by their own admission is an arbitrary construct. In other words, in light of new
observations of abnormal velocities, the so called “signal” velocity should not be confused with genuine
information velocity which is constrained by relativistic causality.
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Fig. 10.1 A well-behaved wave packet incident from left and traveling through a medium of
lengthL.

velocity is larger thanc and the group delay is less thanL/c. This is the case of
superluminal group velocity. When the group index approaches zero (ng → 0), the
group velocity grows unbounded (νg → ∞) and the group delay approaches zero
(τg → 0). To the observer, the peak of the output pulse in Fig. 10.1 appears at the
right interface (z = L) at the same time the peak of the input wave packet is at the
left interface (z = 0). Now, if we continue with our analysis and consider a negative
group index (ng < 0), then both the group velocity and group delay are also negative
(νg < 0, τg < 0). Under this condition, the observer notes that the peak of the output
leaves the medium prior to the peak of the input entering it, as it is depicted in Fig.
10.1.

While Fig. 10.1 depicts the pulse propagation in space, better insight may be
obtained by considering the behavior in time. Figure 10.2 shows the abnormal
wave propagation in the time domain. The picture is equally applicable to both cases
of superluminal or negative group velocities. Whereas, in the later case the input and
output are to be understood as the input to and output from the medium of lengthL
(depicted in Fig. 10.1), in the former case the input is to be understood as a wave
packet traveling a distanceL through vacuum and the output is a pulse traveling
through a medium of the same length with0 < ng < 1. There are two points worth
emphasizing.

First, for the passive medium, the superluminal or negative group velocity is accom-
panied by attenuation of the pulse. In other words, for such a medium, the wave
packets depicted in Fig. 10.2 are considered to be normalized to their respective max-
imum values. However, such attenuation is not a necessary condition for all cases
of abnormal group velocities. In fact, it has been shown that an inverted medium
(a medium with gain) can display abnormal group velocities without attenuation
[18–21,34].

Second, as Fig. 10.2 shows, and discussed in more details in sections 10.4.4.2 and
10.4.4.3, while the peak of the output precedes the input peak, the earliest part of
the output pulse — presented by a discontinuity in the envelope or higher order
derivatives of the envelope — is retarded with respect to the input. In other words,
while the peak of the output is advanced in time, its front is not. In this sense, the
“genuine information” conveyed by our electromagnetic pulse (for example, a “1” or
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Fig. 10.2 The input and output wave packets. The output pulse travels with superluminal or
negative group velocities, while its front (the discontinuity) propagates at luminal speed.

a “0”) is carried by the points of non-analyticity (discontinuities) [8,9] and therefore
from the theoretical point of view there is no contradiction between the behavior
depicted in Fig. 10.2 and the requirements of causality. It must be added that for a
Lorentzian medium, the oscillation frequency of the points of non-analyticity (front)
is extremely high while their associated amplitude is very low; hence, from a practical
point of view, the detection of the front and precursor fields may not be the most
convenient scheme for routine detection of signals.

10.3 WAVE PROPAGATION IN A SLAB WITH NEGATIVE INDEX OF
REFRACTION

A brief review of current literature shows that the meaning of negative group velocity
and its connection with LHM is mired by misunderstandings and misconceptions
[2, 4, 35, 36]. The subject of negative group velocity in such media is of particular
interest, since most theoretical and experimental studies presented so far only consider
the case of anti-parallel phase and group velocities (backward waves) for which the
group velocity is positive and points away from the radiating source, while the phase
velocity is negative and points toward the source [3,4,15,36]. To begin our discussion
of negative group velocity and group delay in LHM, we start with the simple case of
a slab with simultaneous negative permittivity and permeability.

The medium is characterized by [3]

ε = 1− ω2
ep − ω2

eo

ω2 − ω2
eo − jγeω

(10.15)

and by

µeff = 1− ω2
mp − ω2

mo

ω2 − ω2
mo − jγmω

(10.16)



374 DISPERSION ENGINEERING

 

-2

-1

0

1

18 20 22 24 26 28 30
Frequency (GHz)

R
ea

l I
nd

ex

0

0.5

1

1.5

2

2.5

Im
ag

in
ar

y 
In

de
x

Re(n)
Im(n)

Fig. 10.3 The real and imaginary parts of the index of refraction.ωeo = 0 GHz,ωep =2π×
28 GHz,ωmo = 2π× 21 GHz,ωmp = 2π× 23 GHz. γe = 1.6× 109 s−1, andγm = 4×
109 s−1.

 

NIR Slab 

Source 

Z0 L 

Fig. 10.4 A slab with NIR irradiated by a source to its left

whereωep, ωmp are the electric and magnetic plasma frequencies andωeo, ωmo are
the electric and magnetic resonance frequencies respectively. Theγe andγm are the
phenomenological electric and magnetic damping constants. In regions for which the
real parts of the effective permeability and permittivity are both negative, the index
of refraction is also negative [4]. Figure 10.3 shows the real and imaginary parts of
the effective index calculated fromneff = √

εeff
√

µeff .

Figure 10.4 shows the geometry of the problem under consideration. A slab of
thicknessL with dispersion characteristics depicted in Fig. 10.3 is irradiated by
plane waves from a source located to its left at negativez-values. The transmission
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Fig. 10.5 Transmission magnitude and phase for a 1 cm thick section of NIR medium. All
material parameters are the same as in Fig. 10.3.

coefficient (magnitude and phase) can then be calculated according to

T (ω) =
t12t23e

−jk2L

1 + r12r23e−j2k2L
= |T (ω)| ejφ, (10.17)

whereti,j andri,j are the Fresnel transmission and reflection coefficients correspond-
ing to the slab boundaries andk2 is given by

k2 =
2π

λ
n2 cos θ2. (10.18)

In the following we assume that the NIR medium is surrounded by vacuum (n1 =
n3 = 1) and is illuminated at normal incidence (θ1 = 0).

Figure 10.5 shows the transmission function (magnitude and phase) for a left handed
slab, 1 cm thick. Note that in the vicinity of minimal transmission, corresponding
to the region of anomalous dispersion, the slope of the transmission phase changes
sign, implying a change of the sign for the group delay and group velocity.

The group delay and the real part of the index are plotted in Fig. 10.6. From the
figure it is evident that group delay and hence the group velocity are negative within
the region of anomalous dispersion and are positive away from it. Note that the real
part of the index is negative from 18 to 25.4 GHz, while at the frequencyνt = 21.2
GHz the group delay changes sign from negative to positive.

This implies that for frequencies greater thanνt the group velocity is positive, whereas
the phase velocity remains negative, corresponding to the backward wave propagation
discussed earlier. The fact that the group velocity is positive for frequencies greater
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Fig. 10.6 Group delay and real part of the index for a 1 cm thick section of NIR medium.
All material parameters are the same as in Fig. 10.3.

thanνt, can also be seen from the behavior of the index of refraction in Fig. 10.6.
In this frequency rangeω dn/dω is positive and larger thann, indicating a positive
value for the group velocity calculated from3

Vg =
c

n + ω dn/dω
=

c

ng
(10.19)

whereng is the group index. The existence of regions of negative group/negative
phase velocities, and positive group/negative phase velocities (backward waves) for
the above case can also be verified using full-wave simulations.

From the above discussions it is clear that LHM, similar to right-handed-media
(RHM), possesses an anomalous dispersion region in which the group velocity is
negative. However, the LHM anomalous dispersion region differs from that of RHM
in at least two respects. First, in the case of LHM, the negative group velocity is also
accompanied with a negative phase velocity. Second, at the minimal dispersion point
(dn/dω = 0) or frequency interval for whichdn/dω ≈ 0 the LHM exhibits a group
velocity given by

Vg ≈ Vp =
c

n
< 0, (10.20)

which is negative, in contrast to the case of LHM.

3Eq. (10.19) assumes perfect matching between the slab and the surrounding media, i.e.r12 = r23 =
0. The effects of mismatches (interfaces) which produce negligible positive delays will not alter the
conclusions presented above. Note that Eq. (10.11) which is used to plot the group delay in Fig. 10.6
takes into account the positive delays associated with the interfaces.



PLTL WITH EFFECTIVE NEGATIVE INDEX OF REFRACTION & NEGATIVE GROUP INDEX 377

 

 

-4

-3

-2

-1

0

1

2

18 20 22 24 26 28 30

Frequency (GHz)

G
ro

u
p
 D

el
a
y
 (
n
s)

Detuning
No Detuning

Fig. 10.7 Group delay for detuned (solid curve) and non-detuned (dashed curve) 1DPC with
8 LHM slabs separated by air

Finally, note that negative refractive index is an artificial dispersion in which the char-
acteristics of the underlying sub-wavelength unit cell control the overall dispersive
behavior. It is then possible to slightly vary the frequency response of each unit cell
(detuning) in order to broaden the frequency range over which negative phase and
group delays are exhibited. As a proof of concept Fig. 10.7 shows the group delays
for a one-dimensional photonic crystal (1DPC) consisting of 8 RHM slabs separated
by air. For the detuned structure (solid curve), the magnetic resonance of each slab
is increased by 1 GHz as compared to the previous layer — starting withωmo = 21
[GHz] for the first slab — while keeping all other parameters the same as before. The
figure also shows the group delay for the 1DPC without detuning (dashed curve.) As
a result of detuning, the negative group delay bandwidth in Fig. 10.7 has increased
from 1.7 GHz to 2 GHz (an increase of 18%) while the absolute value of negative
group delay has decreased (from -3.7ns to -0.97ns). The above tradeoff between the
bandwidth and the amount of negative delay is a fundamental design constraint.

10.4 PERIODICALLY LOADED TRANSMISSION LINE WITH AN
EFFECTIVE NEGATIVE INDEX OF REFRACTION AND
NEGATIVE GROUP INDEX

In the previous section we discuss the ideal, but not practical, case of a slab or
multiple slabs having an effective negative index of refraction. Here, we concentrate
on the actual structures that are manufactured to exhibit such responses. We begin
with the general theory of the periodically loaded transmission line (PLTL) and show
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Fig. 10.8 A unit cell of a transmission line loaded with lumped series impedanceZs and
shunt admittanceYsh.

how such a device can be modified in order to exhibit combinations of positive or
negative phase and group delays.

10.4.1 General Theory of PLTL Exhibiting Negative Phase Delay

Figure 10.8 shows the unit cell of a transmission line repeatedly loaded with lumped
series impedance (Zs) and shunt inductance (Ysh). This periodic structure can be
considered as an effective medium, provided that the dimensions of the unit cell are
small as compared to the excitation wavelength. The study of such PLTL with the
help of a dispersion diagram is a subject well examined in electromagnetic theory
[37,38] and will be used in our analysis.

The loading elementsZs, andYsh can be chosen such that the overall result is a
medium exhibiting backward wave propagation, i.e. a medium with an effective
negative index of refraction. This approach in designing a medium with backward
wave propagation (negative phase velocity) is well described in other chapters of this
book and will not be repeated here. We suffice by stating that a two dimensional
version of such PLTL has been used to demonstrate focusing of a radiating cylindrical
source [15].

10.4.2 PLTL Exhibiting Negative or Positive Phase and Group Delays -
Frequency Domain Simulations

For the PLTL discussed in section 10.4.1 the loading elementsZs andYsh can be
chosen such that the resulting structure exhibits both negative group delay (negative
group velocity) and negative phase delay (negative phase velocity). Figure 10.9
shows the unit cell of such a PLTL [39]. Using the ABCD transmission matrix, the
complex propagation constant (γ) of the periodic structure is given by

cosh γd = cos[(α + jβ)d] = cos kd + j
(Zs + YshZ2

0 )
2Z0

sin kd +
ZsYsh

2
cos kd

(10.21)
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Fig. 10.9 Unit cell of the proposed loaded transmission line which exhibits negative refractive
index as well as negative group delay. Typical component values are also shown

Here,α andβ are the attenuation and phase constants of the periodically loaded
medium, whereas,k, Z0, and d are the propagation constant, the characteristic
impedance, and the length of the unit cell for the unloaded line, respectively.

In order for our PLTL to exhibit a region of anomalous dispersion with negative
group delay in addition to negative phase delay (an effective negative index), the line
is loaded in series with capacitorCs and anRrLrCr resonator, and in shunt with an
inductorLsh [40]. The series impedance (Zs) and shunt admittance (Ysh) of (10.21)
are then given by

Zs =
1

jωCs
− jω 1

Cr

ω2 − jω 1
RrCr

− 1
LrCr

, (10.22)

Ysh =
1

jωLsh
. (10.23)

Note that the resonant frequency of the parallelRrLrCr resonator,f0 = 1/2π
√

LrCr,
is also approximately the center frequency of the region of anomalous dispersion.

Figure 10.10 (solid curve) shows the dispersion diagram of the proposed periodic
structure. The component values used to produce the curves are indicated in Fig. 10.9.
The characteristic impedance of the unloaded line used in the simulation is 150Ω
and the length of the unit cell (d) is 2 cm. The first pass-band extends from frequency
f1 to f4 which also spans the region of anomalous dispersion (f2 < f < f3). The
second stop-band (f4 < f < f5) and second pass-band (f > f5), along with the
appropriate signs for the phase and group velocities in each branch are also shown.

Figure 10.10 indicates that within the first pass-band (f1 < f < f4) branches marked
I and II can describe the wave propagation in our PLTL. A question then can be
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asked. Which of the two branches correctly describes the wave propagation through
the structure? To answer this we may consider the following. First, the dashed
curve in Fig. 10.10 shows the dispersion relation for a transmission line without
theRrLrCr resonant circuit. As stated in section 10.4.1 and described in Ref. [15],
such a transmission line has been shown to exhibit an equivalent negative index
of refraction, i.e., a negative value forβd, which designates the branch-I as the
appropriate choice. We may now consider the presence of theRrLrCr resonator as
a perturbation to the previously studied case, and as such we once again must choose
branch-I as our dispersion curve. Second, the difference in the insertion phase for
two transmission lines with different lengths can be used to deduce the proper branch.
This point is discussed in the next section, and again it is seen that branch-I correctly
describes the wave propagation in our PLTL. Finally, we should note that within
the second pass-band (f > f5), the dispersive behavior depicted by the branch-IV
properly describes the wave propagation for our PLTL.

At this point, a few remarks regarding the relative signs of the phase and group
velocities are in order. As Fig. 10.10 shows, for branch-I, and within the frequency
rangef1 < f < f2 the phase and group velocities are anti-parallel (have opposite
signs). This traditionally describes backward-wave propagation [14] and is the
regime under which the theoretical and experimental work in references [3, 15, 36]
were carried out. The frequency rangef2 < f < f3 of branch-I corresponds to the
region of anomalous dispersion for which the phase and group velocities are parallel
and are both negative. This frequency interval designates a band for which the term
negative group velocity can be correctly used in connection with NRI metamaterials.
The frequency rangef3 < f < f4 is once again the region of backward wave
propagation, whereas forf > f5 in branch-IV, the PLTL behaves as a normal
medium with parallel and positive phase and group velocities.

To properly describe the wave propagation through a finite length PLTL, a unit cell of
which was shown in Fig. 10.9, we will use the scattering matrix formulation. In order
to closely emulate the experimental results of the next section, we will monotonically
increase the number of unit cells from one to four and terminate the transmission line
with a 50Ω impedance.

Figures 10.11(a) and 10.11(b) show theS21 (transmission function) magnitude and
phase for the PLTL as the number of unit cells is increased. The frequency bands
corresponding to the first and second pass-bands and stop-bands along with the
region of anomalous dispersion are also displayed. As expected, within the region
of anomalous dispersion (f2 < f < f3), the transmission magnitude is minimal,
and it is within this frequency band that the negative group delay is to be observed
[18]. Figure 10.11(b) shows the unwrapped transmission phase for the same range of
frequencies. From the figure it is clear that within the region of anomalous dispersion
(f2 < f < f3) the derivative of the phase function (φ) reverses its sign, hence
implying the existence of a negative group delay and group velocity.

The fact that our PLTL, within the frequency bandsf1 < f < f4, exhibits an
equivalent negative index of refraction can also be verified from Fig. 10.11(b).
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Fig. 10.11 (a) Calculated|S21| for the PLTL of Fig. 10.9 with different number of stages.
(b) Calculated unwrappedS21 phase for the same transmission line with different number of
stages.

Assuming an unbounded medium, i.e. neglecting the mismatches4, the difference
between the insertion phases of two PLTLs of lengthsd1 andd2 is given by

∆φ = φ2 − φ1 =
ω n(ω)

c
(d2 − d1). (10.24)

Note that ford2 > d1 and normal media (n > 0), the difference in the insertion
phase calculated from (10.24) is negative (∆φ < 0), whereas from Fig. 10.11(b),
in the frequency band0.5 < f < 2.3 GHz, it is positive indicating an equivalent
negative refractive index. Interestingly, as Fig. 10.11(b) implies, for the second pass-
band (f > 2.3 GHz) ∆φ is negative implying a normal transmission line operation.
Finally, we expect that as the number of stages increases, the finite length PLTL more
closely approximates the dispersion characteristics of infinitely long PLTL depicted
in Fig. 10.10.

Figure 10.12 shows the calculated group delay [Eq. (10.11)] for our PLTL with 1,
2, 3, and 4 unit cells. In accordance with the results for an infinitely long PLTL
depicted in Fig. 10.10, it is seen that for a finite length PLTL, the group delay is
negative within the frequency bandf2 < f < f3, and is positive away from the
anomalous dispersion region. It must be noted that as the length of the finite length
PLTL is increased, the amount of negative delay (in absolute value sense) is also
increased. In other words, longer transmission lines produce more time advances
(negative delays) as compared to shorter lines, however, at the cost of reducing the
transmitted signal amplitude. In the next section a frequency-domain setup is used
to verify these theoretical predictions.

4Including effects of the boundaries (mismatches) only complicates the calculations but will not change
the final conclusions.
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Fig. 10.12 Calculated group delay for the PLTL of Fig. 10.9 with 1, 2, 3, and 4 stages.
Figure only shows the region of anomalous dispersion and its vicinity.
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Fig. 10.13 PLTL with 3-stages. The board is Rogers 5880 with a substrate thickness of 0.381
mm, a relative permittivity of 2.2, a loss tangent of 0.0009, and volume and surface resistivities
of 2× 107 MΩ·cm and3× 108 MΩ, respectively. The copper cladding thickness is 17µm.
The center conductor of the waveguide has a width of 4 mm and the slots have a width of 5
mm.

10.4.3 PLTL Exhibiting Negative or Positive Phase and Group Delays -
Frequency Domain Measurements

To verify our theoretical predictions, a coplanar waveguide (CPW), printed on Rogers
5880 substrate with dielectric constant of 2.2 and thickness of 0.381 mm, was de-
signed. The CPW line was periodically loaded with surface-mounted chips of size
1.5 mm by 0.5 mm, such that one unit cell was approximately 2 cm long. To perform
the experiment, PLTLs with 1, 2, 3, and 4 unit cells were fabricated. Figure 10.13
shows a PLTL with 3 stages. The device was connected to a vector network analyzer
(HP-8722C), and in order to measure the transmission function (S21) a full two-port
calibration was performed.

The magnitude and phase ofS21 are displayed in Figs. 10.14(a) and 10.14(b)
respectively. The stop-, pass-, and the anomalous dispersion bands are also shown.

Figure 10.14(a) clearly indicates that, in accordance with the theoretical predictions
of the previous section, as the number of unit cells is increased, the magnitude of the
insertion loss also increases. Furthermore, as discussed earlier, Fig. 10.14(b) shows
that in the frequency bandf1 < f < f4 the phase differences (∆φ) between two
PLTLs of different lengths (d2 > d1) are positive, implying that the PLTLs exhibit an
effective negative index of refraction. On the other hand, forf > f4, ∆φ is negative,
indicating a normal transmission line behavior. Finally, in Fig. 10.14(b) the region
of anomalous dispersion (f2 < f < f3) can be identified by the reversal of the slope.
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Fig. 10.14 (a) MeasuredS21 magnitudes of the PLTLs with one, two, three, and four unit
cells. (b) Measured unwrappedS21 phases of the same PLTLs.

While the overall agreement between the theoretical predictions of Figs. 10.11(a)
and 10.11(b) and the experimental results of Figs. 10.14(a) and 10.14(b) is good,
in general, a shift of 50 to 80 MHz can be detected. For example, the experimental
value for the center frequency of the region of anomalous dispersion is 1.29 GHz,
whereas the theoretically predicated value is approximately 1.37 GHz. Moreover,
around the resonances, more losses are predicted by the simulations as compared to
the experimental results.

These discrepancies can be accounted for by considering a few factors. First, in all of
our simulations we have used the nominal values associated with the surface-mount
lumped elements provided by the manufacturer. Our experience has shown that in
many cases, in part due to the embedded parasitics, the actual measured values can
be significantly different. Second, in our simulations the resistance and conductance
associated with the inductorLr and the capacitorCr have been ignored. The effect
of this series resistance for the inductor and conductance for the capacitor is to reduce
the overall impedance of the parallelRrLrCr resonant circuit, hence reducing the
theoretically predicted insertion losses. Third, for the PLTLs with more than one
stage, the resonant frequency for each stage is slightly different from the others due
to variations in the component values. This non-homogeneity was not taken into
account in our theoretical model and in practice it broadens the anomalous dispersion
region, thus reducing the overall measured insertion losses in addition to decreasing
the slope of the phase within this region.

The group delay for each truncated PLTL is shown in Fig. 10.15. The frequency
band of interest is the anomalous dispersion region (f2 < f < f3) in which the
group delay is more negative for longer transmission lines. The measured maximum
group delay for the four stage PLTL is approximately -4ns compared to -7ns obtained
from the simulations. This difference is attributed to the decrease in slope of the
transmission phase as discussed above.
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Fig. 10.15 Measured group delay for the PLTL with 1, 2, 3, and 4 unit cells. Larger negative
delays (in absolute sense) are measured for longer transmission lines.
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10.4.4 PLTL Exhibiting Negative or Positive Phase and Group Delays - Time
Domain Simulations

In our discussion of Sec. 10.1 we observed that the phase delay is the delay associated
with underlying sinusoidal harmonics, whereas the group delay is the delay of the
pulse envelope. In a system supporting negative phase delay the output sinusoidal
harmonics lead the input, while in a system with negative group delay, the peak of the
output wave packet precedes the peak of the input wave packet. In this section, we
theoretically and experimentally study these effects directly in the time-domain [41].
Since the concept of negative phase delay (phase lead) is well understood within stan-
dard circuit analysis, we spend most of our time describing the negative group delay
for structures supporting both behaviors. We start our discussion with simulating a
PLTL which exhibits negative or positive phase or group delays depending on the
frequency of operation and show how despite the counter intuitive shift of the pulse
envelope to earlier times Einstein’s causality is not violated.

10.4.4.1 Negative Group DelayIn order to study time-domain behavior of our
PLTL, three loaded CPW transmission lines with unit cells depicted in Fig. 10.9
were considered. The only difference between the unit cell studied here and the one
discussed in sections 10.4.2 and 10.4.3 is that the value ofRr was reduced from
300 Ω to 150Ω. The total lengths of the lines with one, two, and three unit cells
were 2, 4 and 6 cm respectively. The transmission lines were excited with Gaussian
pulses of temporal length 30 ns, modulated at the resonance frequency of the series
RrLrCr loading element (1.3 GHz). Using the specification sheet for the Rogers
5880 samples with conductor thickness of 17µ m, the substrate and conductor losses
were included in our analysis, whereas the lumped components used in the simulation
were assumed to be ideal.

The simulations were performed using Agilent’s Advanced Design System (ADS),
where Fig. 10.16 shows the calculated voltage waveforms at the input and output of
the loaded lines. The peaks of all three output pulsesprecedethe input peaks by an
amount proportional to the length of the line. In other words, since the longer lines
have more unit cells, they generate a larger negative group delay. This negative delay
is mostly due to the seriesRrLrCr resonator and thus resonant absorption losses
are also introduced, as indicated by the drop in magnitude of the output voltage
waveforms. For example, in the case of the 2-cm transmission line, a negative delay
of -0.89 ns is predicted while the output voltage peak is approximately 15 percent of
the input. Note that some of the predicted losses are due to mismatched impedances
between the loaded transmission line (150Ω) and the source (50Ω).

10.4.4.2 Luminal Front Velocity Figure 10.16 shows that the pulse peak and
envelope propagate with a negative group delay and consequently the pulse travels
with a negative group velocity. Contrary to the traditional point of view, negative
and superluminal group velocities are therefore physical and measurable, and do not
contradict the requirements of relativistic causality. While a rigorous analysis of this
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Fig. 10.16 Time-domain simulations showing negative group delay for the 2-cm, 4-cm, and
6-cm transmission lines, with delays of -0.89 ns, -1.17 ns and-1.53 ns, respectively.

point can be found elsewhere [8], a short justification can be provided by considering
the following: Every causal signal has a starting point in time, before which the signal
does not exist. This starting point is marked by a discontinuity in the pulse envelope
or higher-order derivatives of the envelope, at which point the pulse is no longer
analytic. These points of non-analyticity are the conveyers ofgenuine information
and can be shown to propagate at exactly the speed of lightc under all circumstances
[8, 9, 23], and thereby fulfill the requirements of the relativistic causality. In short,
for a smoothly varying pulse, presented by an analytical function, there is no more
information in the pulse peak than in its earliest parts.

The propagation of these discontinuities can be examined using time-domain sim-
ulations as shown in Fig. 10.17. The discontinuities in the pulse waveform were
established by introducing a “turning-on” point, commonly referred to as the front.
The propagation of the front through the PLTLs of different lengths, having negative
group delays, can be seen by examining the first 0.3 ns of the pulse evolution, shown
on a logarithmic scale in Fig. 10.17. The output pulse fronts for the three structures
all suffer the expectedpositive luminal delayswith respect to the input fronts, given
by L/c, whereL is the length of the transmission line. Thus the simulations show
that causality is preserved as seen by the fact that discontinuities in the pulse travel
at exactly the speed of light in vacuum.

While the simulations indicate the causal propagation of information by the points
of non-analyticity, the amplitudes associated with these fronts are particularly small,
making their experimental detection a challenging task. This difficulty is one of
the reasons that we practically detect a “signal” by observing its maximum or half-
maximum points, which in turn can be made to propagate superluminally or with
negative velocities.
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the input peak.
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Fig. 10.18 A transmission line consisting of two regular lines (z < 0 andz > a) and a
PLTL (0 < z < a) used for the simulations that explain the mechanism behind negative
group delay.

10.4.4.3 Physical Mechanism Underlying Negative Group DelayThe mecha-
nism behind the pulse advancement can be also explained in terms of pulse reshap-
ing. We can study the time evolution of a pulse by considering the spatio-temporal
voltage distributions of the individual Fourier components making up the pulse. The
system under study, shown schematically in Fig. 10.18, consists of two sections of
regular transmission line occupying the regionsz < 0 andz > a, surrounding a
PLTL section of lengtha. The PLTL is assumed to be a transmission line of length
2 cm, having a dispersive behavior determined by the dispersion relation (10.21),
and operated within the anomalous dispersion band. That is, the PLTL exhibits both
negative refractive index and negative group velocity properties.

Consider a modulated Gaussian pulse, with center frequency in the anomalous disper-
sion band, excited on thez < 0 transmission line segment. By Fourier analysis, this
waveform can be decomposed into many single-frequency sinusoidal components.

The peak of the pulse is formed at the position where these individual frequency
components interfere constructively, and the nulls of the pulse are formed where
these components interfere destructively.

The space- and time-dependent voltage distributionVn(z, t) for the nth spectral
component of the Gaussian pulse is given by:

Vn(z, t) =





Gn cos(ωnt− knz) z < 0
Gne−αnz cos(ωnt− βnz) 0 < z < a
Gne−αna cos(ωnt− kn[z − a]− βna) z > a

(10.25)

Hereωn andGn are the frequency and amplitude of thenth harmonic, and is the
propagation constant on the regular transmission line, in the regionsz < 0 andz > a.
In the PLTL section0 < z < a, the propagation and the attenuation constants of the
nth harmonic areβn andαn, respectively, calculated from the dispersion relation
(10.21). Note that, according to (10.25), the peak of the pulse strikes the interface
z = 0 at t = 0.
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Fig. 10.19 Simulations illustrating the pulse-reshaping mechanism which underlies the nega-
tive group delay. (a) Three main frequency components of the Gaussian pulse and the resulting
pulse envelope 13 ns before the input peak reaches the loaded transmission line interface. (b)
The same three frequency components 0.5 ns before the input peak reaches the interface; at
this point a peak has been already formed at the output.

Fig. 10.19(a) displays three spectral components of a Gaussian pulse with frequen-
cies in the anomalous dispersion band at the instantt = −13 ns, calculated from
(10.25). In addition to the underlying harmonics, Fig. 10.19(a) also displays the
pulse envelope, so that the peak location can be clearly identified. It is evident from
the figure that the frequency components add up in phase and a peak is formed in the
z < 0 section of the transmission line.

As time progresses, the pulse propagates along the transmission line and the early part
of the pulse encounters the PLTL section. By virtue of the phase compensation caused
by the anomalous dispersion, the negative group delay transmission line rearranges
the relative phases of the individual frequency components. Since the phase response
of the line is approximately linear and the magnitude response is approximately
flat over the bandwidth of the Gaussian pulse, the frequency components add up to
produce a close copy of the original pulse, in the regionz > a. This output pulse
appears att = −0.5 ns, before the input peak reaches the first interface, as shown in
Fig. 10.19(b). Note that the output pulse amplitude is reduced in magnitude relative
to the input pulse, though the envelope retains its basic shape. Figure 10.19(b) thus
shows that the peak of the output pulse appears at the output terminal 0.5 ns before
the input peak reaches the input terminal. Note that the effects of reflections from the
interfaces in these simulations have been ignored. These reflections produce standing
waves in the0 < z < a section, and thus cause a further reduction in the transmitted
pulse amplitude; however, they do not affect the location of the pulse peak.

10.4.5 PLTL Exhibiting Negative or Positive Phase and Group Delays - Time
Domain Measurements

To verify our theoretical predictions, coplanar waveguides with 1, 2, 3 unit cells
depicted in Fig. 10.9 were manufactured (recall that in our time-domain analysis
the value ofRr is 150Ω. The experimental setup used to measure the group delay
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Fig. 10.20 Schematic diagram of the experimental setup used to measure negative group
delay in the time-domain.

is schematically shown in Fig. 10.20. A base-band Gaussian pulse of temporal
width 40 ns was created with a Tektronix AWG2041 arbitrary waveform generator
(ARB), and modulated with a Rohde & Schwartz SMV03 vector signal generator
at frequencies between 1.1 and 1.5 GHz. The modulated signal was then divided
by a 1× 2 splitter. Any discrepancy in length between the two cables joining the
splitter to the oscilloscope will introduce an inherent delay between the two paths,
thereby affecting the accuracy of the final group delay measurements. Therefore, both
outputs of the splitter were initially connected to the Channels 1 and 3 of an Agilent
54846 Infiniium oscilloscope (bandwidth 2.25 GHz) for a calibration measurement.
The delay was measured on the Infiniium scope and electronically equalized to 0
± 0.1 ns, using the oscilloscope internal functions. After this calibration step, the
CPW was inserted into the Channel 3 cable, as indicated in Fig. 10.20. In this way,
both the input and output signal of the PLTL were simultaneously recorded on the
oscilloscope.

Figure 10.21(a) shows the behavior of the 3-stage loaded transmission line operated
at 1.11 GHz, in the band of positive group delay, that is, away from the anomalous
dispersion band. For this case a positive group delay of approximately +1.5 ns,
due to propagation along the 6-cm line, was observed. Under normal conditions,
therefore, the peak of the output pulse appears at a later time than the peak of the
input pulse. In contrast, Fig. 10.21(b) shows the input and output pulses when the
PLTL is operated within the anomalous dispersion band, at the resonance frequency
of 1.27 GHz, where a negative group delay of -3.1 ns was measured. Note that in
Fig. 10.21(b) the output peak precedes the input peak; this unusual outcome is the
meaning of negative group delay.
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Fig. 10.21 Time-domain experimental results for the 3-stage negative delay circuit at two
frequencies. (a) Positive delay at a center frequency of 1.11 GHz, 160 MHz below resonance.
(b) Negative group delay at the resonance frequency of 1.27 GHz.

Time (ns)

-15 -10 -5 0 5 10 15 20 25 30 35

In
pu

t V
ol

ta
ge

 (
V

)

0.00

0.05

0.10

0.15

0.20

0.25

O
ut

pu
t V

ol
ta

ge
 (

V
)

0.00

0.02

0.04

0.06

0.08Input
Output1-stage

2-stage

3-stage

Fig. 10.22 Experimental results showing extracted pulse envelopes for the 1-, 2- and 3-stage
transmission lines, with delays of -1.6 ns, -1.9 ns, and -3.1 ns, respectively.

Figure 10.22 shows the measured input pulse (solid curve) and output pulses (dashed
curves) at the point of maximum negative group delay, approximately 1.27 GHz, for
the 1-, 2- and 3-stage circuits. For clarity, only the pulse envelopes are shown. These
curves are the experimental validation of Fig. 10.16. The envelopes were extracted
from the raw data by fitting a three-parameter Gaussian curve. The peak arrival times
were acquired from the Gaussian fit parameters to within± 0.2 ns. At theRrLrCr

resonance frequency, the 1-, 2- and 3-stage circuits exhibit group delays of -1.6 ns,
-1.9 ns and -3.1 ns, respectively. Note that, as expected, the greatest negative delay
and the greatest attenuation are found for the longest transmission line, and the least
negative delay and least attenuation for the shortest line.
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In comparing Figs. 10.16 and 10.22 the trend that longer lines have greater nega-
tive delay and greater insertion loss is common to both simulation and experiment;
however, there are also some discrepancies. For example, there is generally less
attenuation and more pulse advancement in the experiments. These discrepancies
are due to the differences between the components used in the simulations and those
in the actual devices. First, nominal values for the components were used in the
simulations. In practice, however, the components have manufacturer stated5 toler-
ances of± 5%. By including these tolerances in our simulations, we found that the
discrepancies between the measured and calculated group delay can be reduced by
half. The group delay is particularly sensitive to changes in the resistor or capacitor
in the RrLrCr resonator, and variation in these component values will affect the
slope of the transmission phase, thus altering the amount of negative group delay.
Second, and more importantly, the simulations use ideal component models, and
thus the self-resonant behaviors of the capacitors and inductors were not included.
In practice, the self-resonances can change the overall impedance of theRrLrCr

resonator and hence altering the device attenuation and negative group delay. These
two effects may be included in the simulations if measured S-parameters are used for
each component, a tedious but effective method of improving the agreement between
experiment and simulation.

10.5 CONCLUSIONS

In this Chapter we have studied the dynamics of wave propagation in a general
medium having both an effective negative refractive index and a negative group
velocity. Our study was motivated by our desire to control the dispersive effects such
as phase velocity, group velocity, and group velocity dispersion in general, and the
associated signs of the first two effects in particular.

We began our studies by formulating equivalent ways of describing the aforemen-
tioned dispersive effects in terms of the phase index and its higher order derivatives,
or more generally by formulating these effects in terms of various delays such as
phase delay, group delay, group delay dispersion, and so on. Our attention has
been focused on the phase and group delays and their associated signs, leaving the
remaining dispersive terms for later considerations.

We then proceeded to discuss the concept of abnormal group velocities for which the
group velocity can become superluminal (exceeding the speed of light in vacuum) or

5As alluded to in Sec. 10.4.3, the actual tolerance may well be above the manufacturer stated values.
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negative, without violating the principles of relativistic causality. This then served
as a conduit to bring together the two notions of negative phase and negative group
velocities (negative phase and negative group delays) in structures that can exhibit
both behaviors in addition to normal wave propagation (positive phase and group
velocities) or backward waves (negative phase but positive group velocities.)

We continued our analysis with the case of a single slab possessing Lorentzian electric
and magnetic responses. This case was chosen for both its generality and simplicity.
We theoretically showed that such a medium can support both negative phase and
group velocities.

We then considered a practical periodically-loaded transmission line (PLTL) to
demonstrate some of the above theoretical considerations. A CPW transmission-
line was periodically loaded with series capacitor and shunt inductor in addition to
a resonantRLC circuit such that the overall transmission line exhibited positive or
negative phase velocity and positive or negative group velocity depending of the ex-
act combination. Assuming an infinitely long PLTL, the structure was studied using
periodic analysis. For a finite length structure, the scattering matrix formulation was
used to calculate the medium’s response. The theoretical findings were further con-
firmed using frequency-domain measurements. We also performed theoretical and
experimental studies of our PLTL in the time-domain. It was observed that such a
medium can be made to operate with both negative phase and group delays (negative
phase and group velocities) for which the output peak envelope precedes the input
peak.
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